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I N T R O D U C T I O N

Today Information and Communication Technology
(ICT) plays main role in higher education, especially
in the field of computer science last few years many
changes have occurred like- Vital use of Data Mining
tools.
Data Mining is nothing but a process which helps us
to find a pattern of data and search useful data
through large amount of data. Data mining has many
tools and all tools are helpful to search data in
particular pattern. Various algorithms and techniques
of data mining are available today most important
of them are -
1. Classification: It is a data analysis task. It is a function
of data mining or we can say that classification is a
process which can categories and organize of data.
It is a based on machine learning.
2. Clustering: Clustering is the grouping of a particular
set of objects based on their characteristics,
aggregating them according to their similarities [1].
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A B S T R A C T

Now days all higher education institutions are facing many challenging tasks, every educational center is claiming that
it gives quality education and best environment to its students. However satisfactory results were not found so far.
That's why many researcher research in this field. In this paper we will try to predict students' performance in higher
education sectors through comparative analysis of models with two data mining tools that are: Weka and Rapid Miner.
In which we will try to figure out that which tool would give accurate result among the two.
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3. Prediction: Predictive modeling is a process that
uses data  mining and probability to  forecast
outcomes. Each model is made up of a number of
predictors, which are variables that are likely to
influence future results [2].

4. Association rule: Association rules are if-then
statements that help to show the probability of
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relationships between data items within large data
sets in various types of databases [3].

5. Neural Networks:  Neural networks are used to
model complex relationships between inputs and
outputs or to find patterns in data [4].

In our paper we will use some of the ‘Classification
Techniques’ with the two major tools of data mining
they are –

1. Weka

2. Rapid Miner

In classification we are classify and identify in
particular group or class of each data from data set.
For example – Use of classification can classify the
students of a class on their grade (average, good,
excellent) basis. Tools of classification:

Weka

Weka is a collection of machine learning algorithms
for data mining tasks. It is also perfect for new
machine learning schemes. Weka is a collection of
machine learning algorithms for data mining tasks.
The algorithms can either be applied directly to a
dataset or called from your own Java code.  Weka
contains tools for data pre-processing, classification,
regression, clustering, association rules, and
visualization [5].

Rapid Miner

This is very popular, it is open source software, it’s
give facilities to cleansing, filtering, validation of
data. Rapid Miner is a data science software platform
developed by the company of the same name that
provides an integrated environment for data
preparation, machine  learning, deep  learning, text
mining, and  predictive  analytics.  It  is  used  for
business and commercial applications as well as for
research, education, training, rapid prototyping,
and application development and supports all steps
of the machine learning process including data
preparation, results visualization, model validation
and optimization. Rapid Miner is developed on an
open core model [6].

PROS AND CONS OF DATA MINING
Data mining is very useful in ICT.  If data mining
have some pros so it has some cons also.

Pros of data mining

Data Mining has many Pros that are why it is an
important part of ICT.

 Data Mining helps marketing companies build
models based on historical data to predict who
will respond to the new marketing campaign….etc
[7].

 Data mining helps to financial institute like- bank
and give help us for loan and credit score etc.

 Data Mining helps to select useful data from large
amount of data set.

 Data Mining helps to divide particular class and
pattern of any data from data set.

 It helps in identifying criminal suspects by law
[7].

Cons of data mining

Data mining has many Cons also, let’s see

 Data mining is costly just because the queries of
data mining are very complex that ’s why
collection of more data and more maintenance
are required.

 Data mining have no privacy and security that’s
why data security is big issue in data mining.

 Data mining is not suitable for fast access of data
and it cannot manage new data and can’t update
old data [8-13].

P R O P O S E D  P L A N

In this paper our proposed plan is as follows:-

 Data Set: we have taken Data-Set of higher
education from UCI machine-learning repository
[14-17]. It has one Portuguese data which has
650 records in which there are 34 attributes which
record is calculated as per many properties such
as student ID, Romantic, health, address, sex,
age etc.These data set already used and upload
by P. Cortez and A. Silva. Using Data Mining to
Predict Secondary School Student Performance.

 Method of  Validation:  In this paper we have
used  two types of validation method which one
is 10 fold Cross Validation method and another
one is Split Validation method. Both methods
are ideal for Validation process of data.

Accuracy Table

We have worked on two tools of data mining Weka
and Rapid Miner. We have got the following
Accuracy:
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ACCURACY(%) USED 
VALIDATION USED MODELS WEKA RAPID MINER 

Decision Tree 
(J48) 100 100 

 
Random Forest 
 

98.6 100 

 
K-NN (IBK) 
 

96.6 98.1 

MULTI LAYER 
Perception (AutoMLP) 97.9 98.5 

10 FOLD CROSS 
VALIDATION 

 
NAIVE-BAYES 
 

99.3 99.15 

Decision Tree 
(J48) 99.6 94.67 

 
Random Forest 
 

97.0 94.67 

 
K-NN (IBK) 
 

92.9 94.67 

MULTI LAYER 
Perception (AutoMLP) 94.4 97.22 

SPLIT 
VALIDATION 

 
NAIVE-BAYES 
 

97.7 94.67 

 

 

DATA - SET 

Cross validation Spli t val idat ion 

Weka Rapid Miner 

Classic data mining model 

 
K-  

NN  

Decision 
tree 

ID- 3 
Deep 

learning 

Petron 

Accuracy calculation 

C O N C L U S I O N

Here in this research as we can see in the above
table some algorithms give best accuracy in Rapid
Miner where as some give best accuracy in weka
but for a precise conclusion we can say that Rapid
Miner somehow best in class because of more
algorithm, better accuracy and greater functionality
it has. However any research doesn’t claims that
this is the last result, there are so many chance of
changes in result or many more algorithms
enhancements are possible.
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